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Abstract. In [9] Unger and Chor showed how to test for linear sep-
arability of gene expression data with respect to pairs of genes. Their
method however is not amenable to an efficient test when more than 2
genes are involved. The main contribution of this note is to show how to
use linear programming to check for linear separability of gene expres-
sion data with respect to any number of genes in O(n) time where n is
the sample size. The hidden constant in the O(n) term depends expo-
nentially on the number of genes (the dimensionality of the problem).
So, this makes for an efficient test when the number of genes is a small
constant. To test the effectiveness of our algorithm, as an initial step,
we have implemented this algorithm for gene pairs and are working on
extending this implementation to larger groups of genes.
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1 Introduction

According to Ben-Dor et al. [2], the correct diagnosis of a cancer type is often
crucial to a successful treatment. As normal cells can evolve into cancerous cells
through mutations in genes, it is believed that the gene expression data can be
exploited for more effective diagnosis and treatment of cancer. For this, it is
necessary to identify groups of genes that play important roles in various types
of cancers. Once the genes are identified, it is possible to diagnose the presence
of or the type of a cancer and determine the course of treatment [6].

In [9] Unger and Chor showed how to test for linear separability of gene ex-
pression data with respect to pairs of genes. Interestingly enough, they were able
to show that 7 out of the 10 datasets of two types of cancerous cells that they
studied are linearly separable with respect to a pair of genes. From this they
concluded that this linear separability of gene expression datasets is strongly
correlated to some underlying molecular mechanism of these gene pairs. Their
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method of linear separability, applicable to a pair of genes only, checks for sep-
arability incrementally. When the dataset is linearly separable its running time
is in O(n2), where n is the sample size.

However, checking just pairs of genes for classification may not be enough.
Indeed, van’t Veer et al. [10] found that 231 genes are significantly related to
breast cancer. Among these, they identified 70 genes as optimal marker genes
for classification of breast cancer for prognosis purposes. Khan et al. [5] found
96 genes to classify small, round, blue-cell cancers. Ben-Dor et al. [2] used 173-
4,375 genes to classify various cancers. Golub et al. [3] selected 50 genes to
classify leukemias. Some researchers used far more genes to classify cancers. For
example, Alon et al. [1] used 2,000 genes to classify colon cancers.

A major bottleneck with any classification scheme based on gene expression
data is that while the number of samples are limited, numbering in hundreds,
the feature space is much bigger, running into tens of thousands of genes. Using
too many genes as classifiers will result in over fitting, while on the other hand
using too few may result in under fitting. The common consensus is that genes
numbering between 10 and 50 genes may be sufficient for good classification [3, 6].
Note that even using the minimum number of 10 genes for linear classification
of 100 samples that involve 20,000 genes is also an enormous task. This calls
for a very efficient algorithm with an incremental feature that allows for early
termination if the samples are not separable for some combination of 10 genes.

The main contribution of this note is to show how to use the linear program-
ming algorithm of [7, 8] to check for linear separability of gene expression data
with respect to any number of genes in O(n) time where n is the sample size.
The hidden constant in O(n) depends exponentially on the number of genes.
Thus, the test is efficient when the number of genes is reasonably small. To test
the effectiveness of our algorithm, as an initial step, we have implemented this
algorithm for gene pairs and are working on extending this implementation to
larger groups of genes.

2 Multi-gene Linear Separability

We have a set of n (= m1 + m2) samples, m1 from a cancer type C1 and m2

from a cancer type C2 ( for example, m1 from ALL and m2 from AML) in a
d-dimensional space, where d is the size of the gene set that is being tested as
a linear classifier. If there exists a hyperplane that separates the m1 samples of
C1 from the m2 samples of C2 then the considered group of d-genes is a linear
separator.

We reformulate the original separability problem in primal space as a linear
program in dual space. This involves mapping each sample point to a hyperplane
in dual space. Suppose there is a separating hyperplane in primal space and, say,
the sample points of C1 are above this plane, while the sample points of C2 are
below. The dual mapping preserves this above-below relationship in the sense
that if a sample point p lies above (below) a hyperplane H in the primal space
then the dual of p, viz. the hyperplane p∗, lies below (above) the dual of H ,
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viz. the point H∗, in the dual space. One such above-below preserving dual map
from the primal plane (x, y) to the dual plane (u, v) is:

p = (px, py) → p∗ : v = pxu − py

l : y = lux − lv → l∗ = (lu, lv)

Thus, there is a separating hyperplane in primal space if the resulting linear
program in dual space has a feasible solution (see Fig. 1 for the 2d case). Note
that we will have to solve 2 linear programs since it is not known if the m1

samples of C1 lie above or below the separating hyperplane H . Formally one of
these linear programs in the dual space (u1, u2, . . . , un) is shown below:

pi
1
u1 + ... + pi

n−1
un−1 − un − pi

n < 0, i = 1, ..., m1 (1)

p
′
i

1
u1 + ... + p

′
i

n−1
un−1 − un − p

′
i

n > 0, i = 1, ..., m2 (2)

where (pi
1
, pi

2
, . . . , pi

n) is the i-th sample point from C1, and the first set of in-
equalities express the conditions that these sample points are above the sepa-
rating plane, while the second set of inequalities express the conditions that the
sample points (p

′i
1
, p

′i
2
, . . . , p

′i
n) from C2 are below this plane.
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Fig. 1. A separating line in primal space is a feasible solution in dual space

3 Experimental Results

To test out our ideas, as a preliminary step, we have implemented our algorithm
in 2-dimensions. This means testing pairs of genes as classifier. We ran our
program on a Dell Inspiron laptop with an Intel Core2 Duo processor on the
publicly available data set of Golub [3] with ALL and AML data testing for
separability with respect to all pairs of 12,582 genes for a total of 79,147,071
separability tests. Out of these 249,567 pairs proved to be separable, representing
just 0.32% of the total. The total running time was 5.07 hrs, which makes the
case for having a very efficient separability test.
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4 Conclusions

We believe that gene groups of size greater than 2 might be better classifiers.
We are working on extending our algorithm to cover these cases. We are also
going to test our algorithm on all data sets that have been tried by Unger and
Chor [9] to see if our findings are consistent with their conclusions. The main
contribution of our paper is to point out that separability tests can be carried
out efficiently for groups of genes larger than 2.

Acknowledgements. Thanks to Dr. Alioune Ngom of the University of Wind-
sor for bringing this problem to our attention.
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